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LLM as a technique: what
makes this exciting now?

Opportunities and limits for 
lawyers

Risks and human in the loop?

Competitive edge among 
lawyers using LLMs

CCBE/ELF Guide on the use of AI for lawyers 
(2022): https://ai4lawyers.eu/
See some the examples in more detail at
my blog: https://homoki.net/en/blog/

https://ai4lawyers.eu/
https://homoki.net/en/blog/


LLM: a language probability model

text:
most lawyers are not [...]
(up to max. context length in tokens,

e.g. 4096 tokens)

tokens:
[1712, 9326, 389, 407, 6646 

...]
(voc. size: ~100 000 tokens)

initial token embedding
(„meaning”)

+ positional encoding:
1712: [-0.12, 0.84 ... -0.50]
9326: [0.91, -0.63 ... 0.32]

389: [-0.95, 0.36, 0.72]
407: [0.01, -0.34, 0.52]

6646: [0.32, -0.34 ... 0.12]

...
(1536x [ada-002])

[[-0.2, 1.3, ..., 0.5, -0.1],
[0.4, -0.3, ..., 0.2, 1.1],

...
[-1.2, -0.4, ..., -0.7, 2.3],]

→
[[0.00005, 0.00007, ..., 0.00004, 

0.00006],
[0.00006, 0.00005, ..., 0.00004, 

0.00008],
[0.00004, 0.00005, ..., 0.00003, 

0.00009],]

masked self-attention

feed-forward NN

transformer block

transformer decoder → context. embeddings
(96 x transformer block)

response tokens generated from 
context. tokens + prev. resp. tokens

until stop/max. 
response etc.



https://arxiv.org/pdf/2304.13712.pdf


LLMs became exciting because ...

emergent abilities: with appropriate architecture and a large enough training data set...
new, surprising abilities appeared with 
the increase of parameters (neural network connections)
such as ...
• prompt-based tasks, in-context learning (versatile/practical uses in diverse zero-shot/few-shot tasks, 

w/o fine-tuning)
• better logic reasoning, better understanding of human input,

e.g. can translate without being taught to

instruction tuning (fine-tuning) as a generic way to improve completion of new tasks, even cross-
languages

public awareness of the capabilities of AI tools since November 2022



Opportunities for lawyers with LLMs

Simplified, generic uses of machine learning made possible:
• number of usable experts ↑ (e.g. consultants, and not ML engineers needed)

• no costly data preparation or fine-tuning needed (implementation costs ↓)

• better understanding of own ML use cases

New, accessible AI-based applications in general
• replacement of less reliable, complex software (e.g. grammar generation for multiple 

languages)

• small number of tools to integrate

Use of conversational UIs (chat, open book question-answering) in legal practice

As of now, these tools can be an equalizer between large and small firms





↓
integration into document assembly/automation tools:

a) clause level (existing and practical as of now)
b) contract structure level (research)
c) contract workflow process level: review, negotiation, playbooks, checklists (research)





https://homoki.net/en/2023/05/29/On-the-importance-of-lawyer-
focused-QA-benchmarks.html

COLIEE

https://homoki.net/en/2023/05/29/On-the-importance-of-lawyer-focused-QA-benchmarks.html
https://link.springer.com/article/10.1007/s12626-022-00105-z


Limits of usability of LLMs

Language limitations outside English: GPT-3.5 and GPT-4 is usable
• open source small models (LLaMA-based, GPT-J etc.): gen. English only, some national specific

• Cohere: English only etc.

• Google Bard, PaLM 2: English only
(although excellent translation capabilities for many languages are present)

• national huge models? („PULI” GPT-3SX (6.7B) Hungarian → 100B+ in preparation)

Other technical limitations: 
• accessible via API only (risks of confidentiality)

• slow APIs, context size limits (e.g. 3k in CEE instead of 8k/32k, MS Azure version probably better)

• no fine-tuning beyond GPT-3

https://juniper.nytud.hu/demo/puli


Caveat emptor

• errors even in the best models: hallucinations (in generative models) or other errors

• use of inappropriate models: extra dangers in using non-stochastic models, incorrect 
parameter settings (GPT-4 is not necessarily the best solution for every problem)

• human in the loop as a liability shield:

~ „full self-driving” with mandatory hands on



Human (lawyer) in the loop

“human in the loop” is not a liability shield for providers, but a principle for use cases:

• now we are still in the research phase

• focus of LLM use should be on B2B legaltech solutions, not B2C 
(direct-to-consumer) solutions (review by lawyer)

difficulties:

• chaining of tools

• human bottleneck: acceptance that there is no way around it for many years →
AI tools to improve quality of service, not quantity

• some tools will not be used, even if they are technically available

until we are convinced of the reliability of the tool in practice (like self-driving cars on the 
Autobahn)



Who is selling to whom?

🏭 Chip- and HW manufacturers
🏦 Large commercial LLM providers.

(Google, MS/OpenAI etc.)
🎓 Research institutes/universities
☁️ Cloud-based IaaS/PaaS providers
👷 Open source consultants, consultants of open 

language models (OLM), providers of non-
proprietary AI solutions

🗄️ Owners of private data
💰 Customers
🔌 AI “downstream” providers:

plugin providers, sellers of fine-tuned models, 
SDK/API

🏛️ Governments

Short overview of the AI ecosystem



Competitive edge among lawyers
using LLMs in an AI ecosystem

Custom capabilities Knowledge Processes
Client reach, trust, 
distribution

Custom application Using custom models
Using diff. APIs 
(chains etc.)

Relying on other 
custom applications

Custom model
Model trained on custom data: 
task-specific NN train, pre-train, 
fine-tune, LoRA ...

Model providing 
better performance

Model w/ stronger 
control over data

Custom data Client data Process data
Knowledge base 
data



Thank you!
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Suggested sources for further reading:

PaLM 2 report: https://ai.google/static/documents/palm2techreport.pdf (May 2023)
GPT-4 “Sparks of AGI”: https://arxiv.org/abs/2303.12712
GPT-4 technical report: https://arxiv.org/abs/2303.08774
On measuring emergent  abilities (BIG-bench): https://arxiv.org/abs/2206.04615
Open source models: https://huggingface.co/spaces/HuggingFaceH4/open_llm_leaderboard
More generic AI landscapes: https://www.antler.co/blog/generative-ai, 
https://www.sequoiacap.com/article/ai-50-2023/

homoki.net/en/blog
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